## LOCAL COMPUTATION OF HOMOLOGY VARIATIONS RELATED TO CELLS MERGING

Theoretical results and implementation issues
xlim
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Operation: merging cells
At each step: control of the object construction according to computed information
=> Compute homology efficiently
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At each step : compute homology on reduced objects
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| SOFTWARE | IMPLICIT IDENTITY | $\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ BROWSING ONLY $A, B, C$ |
| :---: | :---: | :---: |
| EIGEN |  |  |
| INTELMKL |  |  |
| Numpy |  |  |
| Boost |  |  |

Essentially due to sparsity representation schemes

## TRIED SOLUTIONS
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## Perspectives

- Apply the method to the inverse operation (splitting cells)
- Apply in an application case: animation
- Parallelization


## GARBAGE

## ATTACHMENTS

## Sparse matrices representation schemes

CCS : \begin{tabular}{ccccccc|}
\hline Values \& 2 \& 4 \& 3 \& 1 \& 5 <br>

\hline | Row InDex |
| :---: |
| Column |
| Start index | \& 1 \& 0 \& 1 \& 2 \& 0 \& 1 <br>

\hline
\end{tabular}

## ANALYSIS : SPATIAL COMPLEXITY EVOLUTION ON COMPLEXES
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